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Distribution networks of many logistics service providers have evolved from single-depot to complex, dynamic multidepot networks. In a single-depot network, the deliveries from each depot are planned for that depot only, and drivers return to the starting depot to pick up each new order. In a multidepot network, the deliveries from multiple depots can be planned simultaneously; therefore, a logistics service provider can efficiently combine its resources, thus reducing its labor and transport costs. However, an increasing emphasis on reliability, customization, and flexibility is affecting the logistics structures. This paper describes the shift from single-depot planning to multidepot planning for Nabuurs B.V., a large Benelux logistics service provider that implemented a centralized, automated multidepot planning process throughout its organization. We developed a simulation model to evaluate system performance and to address performance challenges. In this paper, we discuss the results of extensive simulation tests and the specific recommendations that Nabuurs B.V. management implemented.
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planners to quickly create automated daily planning schedules and easily make manual adjustments when unforeseen situations arise. This utilizes the skills of the planners and the speed of software programs, providing Nabuurs with efficient and effective planning operations. This will also enhance the advantages of multidepot planning, promising significant cost reductions and substantial sustainability improvements in the future.

- When we looked at the planning horizon, the greater part of the incoming order volumes allows efficient and proactive execution of the planning activities. However, the planning activities in Nabuurs occur reactively rather than proactively. Reactive planning refers to a situation in which a company does not plan ahead for problems or opportunities but reacts to them as they happen. In contrast, proactive planning occurs when the company plans ahead to avoid or manage problems. Our preliminary analysis showed that proactive planning gives significant benefits, provided that the order information is received in time. This analysis showed that order arrival times and patterns vary among the clients and that Nabuurs should work with its customers to improve the timely availability of the order information.

Each day, Nabuurs delivers goods from its depots and the depots of its customers to the customers who have placed these orders. In doing so, it faces a common problem—minimizing the costs of distributing these goods, a problem widely known as the vehicle routing problem (VRP). VRP, formulated by Dantzig and Ramser (1959), is a generic name for problems that deal with determining an optimal set of routes to deliver to a number of geographically dispersed customers by using a fleet of vehicles based at one or multiple depots. Although many papers have been published on the classic VRP, only a limited number of papers address the multidepot VRP. Therefore, the scarcity of literature regarding the comparison between SD and MD planning processes is not surprising. Multidepot VRP (MDVRP)—the situation in which a company has multiple depots from which it can serve its customers—iscan extension of the VRP. If the customers are clustered around these depots, the distribution problem can be modeled as a set of independent VRPs. However, if the customers and the depots are dispersed geographically, it should be modeled as an MDVRP. In addition to addressing the typical VRP decisions, an MDVRP requires the assignment of customers to depots and a fleet of vehicles to each depot. The general objectives of the MDVRP are to minimize the number of vehicles in a fleet and the travel time of these vehicles. Moreover, the demand of customers can be served from multiple depots. In the pickup-and-delivery problem (PDP), each transportation request specifies a single origin and a single destination and all vehicles depart from and return to the depot. PDPs must also satisfy precedence relationships between requests and customers. Desaulniers et al. (2002), Parragh et al. (2008), and Berbeglia et al. (2010) provide extensive surveys of PDPs. In our study, we formulate Nabuurs’ transportation system as a heterogeneous multidepot PDP with time windows and company-specific driver’s rule constraints. Appendix A shows the mathematical model formulation.

We organized the remainder of this paper as follows. In the About Nabuurs section, we introduce Nabuurs and its current distribution planning system. The Problem Description and Analysis section provides a detailed explanation of the current challenges based on our preliminary analysis. Design of an Automated Multidepot Planning System explains our proposed methods to address these challenges. In Results, we then discuss the results of extensive computational experiments and include managerial insights. We discuss our conclusions in Conclusions and Future Outlook. Finally, the appendices describe the mixed-integer programming model and the algorithms used in our simulation model.

About Nabuurs

Headquartered in Haps, the Netherlands, Nabuurs was founded in 1962 by Jacques Nabuurs. Starting with one truck for transporting live poultry, the company has grown to be 13th in the top 50 logistics service providers in the Netherlands. It has an annual turnover (i.e., sales revenue) of more than 100 million euros and operates over 170,000 square meters of warehouses in the Netherlands, Belgium, Germany, and Poland. The family business, directed by Tjebbe and Ard Nabuurs, employs more than 1,000 people (Nabuurs 2013). Nabuurs focuses on transportation planning (i.e., cost, service, sustainability) for its customers’ products.
Its clients include H. J. Heinz, FrieslandCampina, SCA Hygiene Products, and Refresco.

Outside the Netherlands, transport is Nabuurs’ core activity; within the Netherlands, both transport and warehousing are its major businesses. Nabuurs provides services in three market segments: refrigerated, frozen, and ambient products (see Figure 1).

The refrigerated market segment includes refrigerated products, for which Nabuurs offers distribution services for the retail and wholesale sectors. To maintain the conditions these products require, its trucks and warehouses are equipped with temperature control systems. In the frozen market segment, Nabuurs addresses all the distribution, storage, and picking requirements of its clients.

“Ambient” is a term used within the food and beverage industry to describe products (or storage of such products) that require only an ambient temperature (i.e., room temperature). The ambient market segment covers both food and nonfood products, such as soft drinks, biscuits, cereals, tinned meat, tinned fruit, rice, and pasta. This market segment provides the largest share of revenue to Nabuurs and requires more trucks and employees than either of the other market segments. The implementation we discuss in this paper focuses exclusively on the logistics operations of ambient products.

Problem Description and Analysis
The planning process at Nabuurs is centrally controlled using a planning support system, OTD. OTD controls a dynamic and complex multidepot network. However, its responses to planning requirements are usually reactive rather than proactive; in addition, because OTD is a manual system, it hinders the planning process.

In the following sections, we give a detailed analysis of the current processes, structure, and performance of the transport and distribution activities within Nabuurs’ ambient product transport network. We follow the process, control, and information model of Bemelmans (1986). This framework provides a structured analysis approach from the perspective of improving the corresponding planning and control structure. Bemelmans assumes that the primary process of an organization determines the type of control required; therefore, its information structure results from the control structure adopted.

Process and Service
We define a process as a method or system. For Nabuurs, this is mainly the execution of logistics services to reduce travel time and distance within its transport and distribution network. Nabuurs is positioned in the center of the supply chain, which executes three types of services: (1) transport between a production location and (or) a distribution center (DC), (2) warehousing, and (3) transport and distribution to a wholesaler or customer (e.g., Refresco). Nabuur’s central position in the supply chain can be considered as dependent. However, this can be a competitive advantage because it allows the company to build and maintain long-term relationships with its clients. Moreover, a logistics service provider can foster a strong partnership with a client by assuming responsibility for that client’s entire transport and warehousing activities.

Control and Structure
The entire transport and distribution planning process for the ambient market segment is centrally controlled from a Nabuurs office in Ede, the Netherlands; however, it is supervised from an office in Haps, the Netherlands.

The planning process addresses the control of the depots, transport flows, resources, and level of planning tasks. For the ambient market, loading sites of discharge locations are often production locations of long-term clients and (or) DCs. Any process to improve distribution planning must consider these loading and unloading locations.

Ghiani et al. (2013) categorize transportation planning tasks into three levels—strategic, tactical, and operational (see Figure 2). The relationship between the operational and tactical levels is particularly important for our research.
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Figure 2: Nabuurs’ transportation decisions are based on hierarchical planning levels.

Information and Performance

According to Bemelmans (1986), information serves as a resource for several control and decision processes. We can look at information from two perspectives: functionality and performance. To support the transport activities in the ambient market segment, various information technology (IT) systems—including Microsoft Office, the data warehouse, and OTD—provide information; Nabuurs’ IT systems are also directly linked to client warehouse management and enterprise resource planning (ERP) systems. Performance indicators within the network determine when the information must be produced. Using a planning support system (e.g., OTD) can reduce costs and improve service levels. OTD considers all the factors and conditions that are important within the specific organization or branch. However, this planning tool must be considered as an addition to the ERP and (or) transport management system that support(s) the planner.

Design of an Automated Multidepot Planning System

Nabuurs did not optimally use OTD for several reasons. First, its planning processes were still manual, principally because of problems with OTD settings; these problems relate to truckers who spend the night in their trucks. Because a majority of Nabuurs’ drivers only stay overnight between shifts, these problems impeded effective MD planning. A driver who is asked to stay overnight must receive additional compensation. Second, Nabuurs lacked clear performance measurements and required more knowledge about the quantitative factors (e.g., travel time, kilometers traveled) and qualitative factors (e.g., driver flexibility, availability) that affect these measurements. For example, the company did not have precise information on the performance per delivery (e.g., the ratio between the number of kilometers traveled by empty trucks and the number of KMs traveled by trucks with full loads). Third, simulating network changes was difficult and time consuming. For example, in responding to a tender, Nabuurs might want to determine and quantify the additional efficiencies it could obtain by implementing a more efficient route-planning process.

To address these issues, we designed our study with three objectives: (1) to design a model to verify whether, for the current network of the ambient market segment, an MD operating process would be more cost efficient than an SD process; (2) to determine the benefits of automated MD planning over manual planning; and (3) to implement the model to calculate the effects of changing volumes and (or) adding or deleting clients. Based on our analysis of the processes, control mechanisms, and the information available, we generated a detailed cause-and-effect diagram (Ishikawa and
Figure 3: The cause-and-effect diagram shows an inefficient, semiautomatic route-planning process.

Loftus 1990) (see Figure 3) of Nabuurs’ route-planning process.

Improving route planning and reducing logistics costs by more efficiently executing the planning processes must be an ongoing objective. The right side of Figure 3 shows the main objective, an efficient (i.e., semiautomatic) route-planning system for daily use. We determined that this objective would be feasible if Nabuurs implemented the following three recommendations: (1) completion and implementation of OTD changes, (2) improvement of the current planning process, and (3) adoption of a consistent invoicing policy.

Because the first recommendation depends on external factors, we could not include it in our study. However, the time needed for replanning the transport requests requires calculations and improvements that involve complex solutions; this is impracticable without automated planning support. The Nabuurs network may benefit from an automated route-planning process, whether Nabuurs uses the process in daily planning or merely for performance measurement and (or) scenario analysis. If this recommendation cannot be performed within OTD, Nabuurs should reconsider OTD’s implementation.

We also omitted the third requirement from our scope of work because it is based on profits, margins, and exception handling rather than on bottom-line costs. Improving the daily planning process requires a new invoicing policy. Nabuurs should implement a consistent tariff structure that clearly defines what each party pays and appropriately divides the cost savings and corresponding profits.

Based on the cause-and-effect diagram in Figure 3, the objective of our design is to build a model (1) to substantiate that an MD operating process is more cost effective than an SD operating process in the current network, and (2) to quantify the benefits of changing from an SD process to an MD process. We implemented the model to calculate the effects of adding (deleting) clients and of increasing (decreasing) volumes on the costs of the network. Therefore, we divided the design phase into two phases, as follows.

- Phase 1: We developed a performance evaluation model (PEM) to calculate and visualize the network performance by means of the kilometers driven by empty trucks and the kilometers traveled by trucks with full loads.
- Phase 2: We developed and implemented a simulation model, which we based on ORTEC’s tool, SHORTREC. This tactical tool provides insights into the routing decisions to allow the user to minimize total costs.

**Phase 1: The Performance Evaluation Model**

Measuring the performance (i.e., the number of kilometers traveled by empty trucks versus the number
traveled by fully loaded trucks) within the network is imperative. At the time of our study, (1) the network did not include any substantial performance measurements, and (2) a tool to evaluate the expected performance did not exist. Figure 4 shows an overview of the PEM we used, including the input (i.e., data from the data warehouse (DWH)), process, and output variables.

The PEM has three building blocks; they (1) filter the input data, (2) run a Visual Basic program for categorization, and (3) run calculations to allow the user to visualize the output.

Because the accuracy of the PEM’s results is critical, we assessed the construct validity, which we define as the extent to which a tool measures what it is intended to measure (Groot 1969). We achieved construct validity by discussing the filtering scenarios and results with the Nabuurs staff members responsible for the transport network. Using the methodology of Sargent (2005), we used real data (i.e., the data used for invoicing), which we obtained from the DWH, for our model.

**Phase 2: The SHORTREC-Based Simulation Model**

We use simulation to describe and analyze a system’s behavior, allow a user to ask what-if questions about the live system, and aid in the systems design process (Banks 1999). After developing the PEM, we had to construct the simulation model to (1) obtain insights about situations in which MD planning is more advantageous than SD planning and (2) compare networks in which changes have been made to previous and (or) potential (i.e., future) versions of that network. To implement our design, we constructed a simulation model, SHORTREC, a tactical tool that meets all three objectives, as we discuss at the beginning of this section.

We designed SHORTREC to minimize overall costs. The solution methodology starts with a basic solution and then tries to improve on that solution by running optimization routines multiple times. This is clearly a time-intensive process, especially when many alternatives are possible. SHORTREC includes both construction and improvement algorithms, indicating the versatility of its optimization possibilities (see Table 1). Appendix B provides additional details of these algorithms.

**Table 1:** The table categorizes the two types of algorithms—construction and improvement—used by SHORTREC, and lists the algorithms in each category.
Several studies, including Quak and de Koster (2006), Kant et al. (2008), and Schittekat and Sörensen (2009), discuss SHORTREC. Sargent (2005) defines verification of a (computerized) model as ensuring that the computer programming and implementation of the conceptual model are correct. The verification step checks whether the model has been built correctly and functions as it should. We validated our results and then discussed them with staff members in Nabuurs’ planning department. Based on our validations and staff comparisons, we concluded that SHORTREC is able to meet the above-stated objectives and requirements and is a viable tool for performing scenario analysis.

Results
In this section, we discuss the results of the PEM and scenario analysis. In response to Nabuurs’ lack of knowledge about performance within particular postcode areas, which often include multiple unloading locations, we developed the PEM to evaluate existing activities. Outputs include (1) maps that show the ratios between the number of kilometers traveled with trucks empty and the number traveled with loaded trucks and (2) frequency diagrams that show trip lengths (see Figure 5).

To determine whether the network changes affected performance positively or negatively, we performed a series of tests, which we subdivided into the following three scenarios:

- Scenario 1: SD versus MD planning.
- Scenario 2: MD (manual) versus MD (automated) planning.
- Scenario 3: Reactive versus proactive planning.

Scenario 1: SD vs. MD Planning
In Scenario 1, we compare SD and MD planning processes for the ambient market network. Our objective is to verify the quantitative savings achieved by using the MD operating process. By representing the route planning of a particular driver, we can validate the savings that can be achieved by using a MD setting (versus a SD setting).

We use one day of real orders, which initially contains 174 orders. We first reduce the number of orders and then generate four subscenarios, which we base on Scenario 1, by deleting the 74 orders with the largest volume and the 74 orders with the least volume. The remaining changes we make in SHORTREC concern the number of available preloaded vehicles and the vehicle fixed price used. The number of available preloaded vehicles is adjusted to the number of orders (i.e., one-seventh of the total number of orders), and the vehicle fixed price is set to 100 euros in the simulation. Table 2 shows the settings we use and the resulting key performance indicators (KPIs).

First, we can conclude from Table 2 that cost savings diminish as the number of orders decreases. Second, we can see that the number of available preloaded vehicles affects the comparison between SD and MD planning. Therefore, based on these findings, using a minimum number of preloaded vehicles is appropriate. Finally, we observe that deleting the smallest orders results in greater cost savings than deleting the largest orders; for example, deleting 10 small orders has a lesser effect on the total order volume than deleting 10 large orders. Therefore, a larger order volume yields higher cost savings than a smaller order volume. We also note that driver waiting time varies in the various scenarios. Because drivers are paid for waiting time, its impact is outside the scope of our research. However, this could be a topic for future research.

Figure 5: For postcode 34, this figure illustrates the number of kilometers traveled by fully loaded vehicles (“Loaded km”) and the number of KMs traveled by empty trucks (“Empty km”).
### Table 2: The table presents an overview of the tests we did to compare SD and MD planning.

<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>Performance comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of orders</td>
<td>Distance (km)</td>
</tr>
<tr>
<td>SD</td>
<td>174</td>
</tr>
<tr>
<td>MD</td>
<td>174</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>−8.76</td>
</tr>
<tr>
<td>SD</td>
<td>100</td>
</tr>
<tr>
<td>MD</td>
<td>100</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>−0.56</td>
</tr>
<tr>
<td>SD</td>
<td>100</td>
</tr>
<tr>
<td>MD</td>
<td>100</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>−0.40</td>
</tr>
<tr>
<td>SD</td>
<td>100</td>
</tr>
<tr>
<td>MD</td>
<td>100</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>−4.06</td>
</tr>
<tr>
<td>SD</td>
<td>100</td>
</tr>
<tr>
<td>MD</td>
<td>100</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>−6.40</td>
</tr>
</tbody>
</table>

### Scenario 2: MD (Manual) vs. MD (Automated) Planning

In Scenario 2, we compare the current manual planning process to an automated planning process. This comparison validates the application of SHORTREC for the ambient market segment (see Table 3).

The total costs of manual planning are the amount that Nabuurs charges the client minus the profit that the company generates. However, we cannot know whether actual planning results in higher or lower costs than the estimated costs. Nevertheless, our comparison focuses on the planning methods (i.e., manual and automatic)—not the execution of the planning, which is difficult to measure because of uncertainty in real traffic conditions and freight demand. Based on the KPI results in Table 3, we see that cost savings of eight percent are achieved by decreasing the number of KMs driven and the working time. In addition, the number of vehicles increases, but the number of trips remains the same. The cost savings are primarily the result of fewer kilometers driven with empty trucks, mainly because SHORTREC combines the depots, orders, and drivers in a more intelligent and interchangeable manner. Executing a SHORTREC solution for this small number of orders takes only a few minutes, instead of several hours as the manual planning process requires. However, small reactive changes (e.g., a slight increase in the time window) are easily applicable to the manual planning process; therefore, in such situations, using SHORTREC is unnecessary. For example, in the

<table>
<thead>
<tr>
<th>Scenario 2</th>
<th>Cost (£)</th>
<th>Distance (km)</th>
<th>No. of vehicles</th>
<th>No. of rides</th>
<th>No. of orders</th>
<th>Working time (min.)</th>
<th>Driving time (min.)</th>
<th>Stopping time (min.)</th>
<th>Waiting time (min.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>5,643</td>
<td>5,083</td>
<td>10</td>
<td>32</td>
<td>32</td>
<td>7,945</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SHORTREC</td>
<td>5,191</td>
<td>4,451</td>
<td>11</td>
<td>32</td>
<td>32</td>
<td>6,567</td>
<td>3,933</td>
<td>2,445</td>
<td>189</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>−8.01</td>
<td>−12.43</td>
<td>10.00</td>
<td>0.00</td>
<td>0.00</td>
<td>−17.34</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: The table shows a comparison of the KPIs in the MD manual and automated scenarios (SHORTREC).
manual planning process, 10 vehicles can be used; no SHORTREC solution allows this. We conclude that because SHORTREC provides insights about best route combinations, it can support the current planning process.

**Scenario 3: Reactive vs. Proactive Planning**

In Scenario 3, we highlight the differences between reactive and proactive planning. Proactive planning can provide benefits (e.g., by allowing changes to the departure locations of a vehicle fleet); however, it is possible only if the order information is received in time. Therefore, we assume that the order information is available beforehand (i.e., 48 hours). In Nabuurs, only a small number of the orders meets this requirement.

Because a depot within the network contains its own specific types of products, the current manual planning process, which is performed per DC, is viable. Reactive planning does not provide any insights about upcoming orders. This reactive planning procedure, as currently used, is a logical method for dealing with this complex and uncertain environment, although a proactive approach would improve the planning process and provide a benefit for the drivers.

Table 4 shows the KPI results of the reactive and proactive process comparison.

To simulate these two types of planning, we define free end location as allowing a driver to end a trip at a depot other than the depot from which he (she) departed. We define free start location as allowing a driver to select the start location. However, if a reactive daily planning schedule is generated (i.e., the planning process does not provide information about the next day’s orders), a start location may be random; the driver cannot select a desirable start location. Note that the total break time for reactive and proactive planning are found to be 0 and 72 hours, respectively. Using proactive planning, the total costs are €20,447 when nine drivers (72 hours’ waiting time, with an 8-hour rest per driver) are scheduled with a one-night rest. The results show a cost improvement of 14.77 percent for planning with a time horizon of 48 hours and 100 orders per day. In addition, this solution requires six fewer vehicles than the reactive planning solution does. Because more than 150 orders are transported over the network each day, annual cost savings resulting from using a proactive planning procedure are large. Nevertheless, to do a reliable comparison, we must select an appropriate reactive planning model. Because Nabuurs can request that the majority of the drivers take a one-night rest within their vehicles, we can define two scenarios for modeling reactive planning—one scenario as an upper-bound solution and the second as a lower-bound solution. Table 5 shows the upper- and lower-bound solutions, which are based on reactive planning of two separate days with 100 orders a day (i.e., 48 hours and 200 orders).

Although the first solution (see Table 5) more correctly models reactive planning, it does not consider the advantages of a one-night rest. The second solution includes advantages for drivers and for Nabuurs: drivers can select free start and free end locations; because Nabuurs does not consider (or pay for) a one-night rest as working hours, the driver may choose his destination. Therefore, based on the aforementioned descriptions, we conclude that the following scenario for modeling reactive planning is the most beneficial: reactive planning with a free start location on the first

<table>
<thead>
<tr>
<th>Scenario 3</th>
<th>Performance and comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon: 48 hours</td>
<td>Option for free start location</td>
</tr>
<tr>
<td>Reactive planning: 48 hours (2 x 24)</td>
<td>No</td>
</tr>
<tr>
<td>Proactive planning: 48 hours</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Table 4:** The table provides detailed results of the reactive and proactive MD ambient planning scenarios.
day and a free end location on the second day. This solution precludes the night-rest issue and includes the advantages of a free start and free end location.

**Practical Implications**

Based on the potential benefits our study shows, as we summarize next, Nabuurs decided to improve its current planning system (OTD).

- In all the cases we tested, we achieved cost savings by switching from an SD to an MD process; additional cost savings accrued as order volumes increase.
- In Scenario 2, when we compared automated SHORTREC planning and the current manual planning process using the same number of orders, we achieved cost savings of eight percent by combining depots, orders, and drivers to make them more interchangeable. Although small reactive changes are easier to apply to the manual planning process, an automated SHORTREC solution for this small number of orders takes only a few minutes, instead of the several hours required for manual planning.
- In Scenario 3, using 200 orders and a time horizon of 48 hours, the proactive planning approach reduces costs by 14.77 percent and uses six fewer vehicles than the reactive planning approach.
- SHORTREC is a viable tool for supporting current planning on a tactical rather than operational level. The planning system can generate rapid route combinations and allow planners to do what-if analysis for planning purposes.

**Conclusions and Future Outlook**

Our research allowed us to gain insights into multidepot distribution networks, and our results demonstrate the benefits of applying operations research in freight transportation and logistics.

This research convinced Nabuurs management to make two important investments: first, it decided to upgrade OTD, its operational planning tool. This upgraded support allows the planners to quickly and easily create automated daily planning schedules and make manual adjustments to the schedules when unforeseen situations arise. Second, Nabuurs implemented the tactical planning tool SHORTREC. Although using advanced network analyses had been a company goal for some time, Nabuurs considered such analyses to be too time consuming. Our research showed that SHORTREC performs faster, particularly in response to network changes. It provides Nabuurs with a useful system for tactical planning activities, such as advanced analyses using distribution and transportation scenarios.

In our recommendations, which are based on the results we obtained in our study, we advised Nabuurs to focus on the following: (1) change its planning process from reactive to proactive, (2) use automated planning to provide improved solutions to complex problems, and (3) measure and evaluate transport network performance.

**Appendix A. Mathematical Formulation**

In this appendix, we describe the mathematical formulation of the heterogeneous fleet multidepot pickup and delivery problem with time windows and company-specific driver’s rule constraints. The mathematical formulation we present here is an extension of Desaulniers et al. (2002) and Ropke and Pisinger (2006), and it is tailored for the transportation requirements of Nabuurs. Let us first introduce the indices, parameters, and variables.
\[ A: \text{Set of ordered pairs of nodes (i.e., arcs)} \]
\[ A = \{(i, j): i, j \in \mathcal{V}, i \neq j\}. \]
\[ \mathcal{G}: \text{A complete undirected graph}, \mathcal{G} = (\mathcal{V}, A). \]
\[ \mathcal{P}_k: \text{Set of pickup nodes that can be served by vehicle} k, \]
\[ \mathcal{P}_k = \{1, \ldots, n_k\} \text{ and } n_k \leq n. \]
\[ \mathcal{D}_k: \text{Set of delivery nodes that can be served by vehicle} k, \]
\[ \mathcal{D}_k = \{n + 1, \ldots, n + n_k\} \text{ and } n_k \leq n. \]
\[ \mathcal{N}_k: \text{Set of pickup and delivery nodes} \mathcal{N}_k = (\mathcal{P}_k \cup \mathcal{D}_k). \]
\[ \mathcal{R}_k: \text{Set of vehicles that can serve request} i, \mathcal{R}_k = \{1, \ldots, k\} \]
\[ \mathcal{A}_k: \text{Set of all nodes that can be visited by vehicle} k, \]
\[ \mathcal{A}_k = (\mathcal{N}_k \cup \mathcal{M}_k \cup \mathcal{M}_k'). \]
\[ \mathcal{A}_k: \text{Set of ordered pairs of nodes for vehicle} k \]
\[ A_k = \{(i, j): i, j \in \mathcal{V}, i \neq j\}. \]
\[ \mathcal{G}_k: \text{A complete undirected subgraph} \mathcal{G}_k = (\mathcal{V}_k, \mathcal{A}_k). \]

\[ \ell_k: \text{Capacity of vehicle} k (k \in K), \]
\[ \bar{T}_k: \text{Maximum driving time on any arc} (i, j) \text{ (in seconds).} \]
\[ \bar{r}_k: \text{Maximum route time (in seconds).} \]
\[ \bar{v}_k: \text{R nondecreasing speed levels} (r = 1, 2, \ldots, R). \]
\[ c_i: \text{Fuel cost at a speed level} r \text{ per kilometer} (r \in \mathbb{R}). \]
\[ c_k^0: \text{Other travel-related costs between nodes} i \text{ and } j \text{ using} \]
\[ k \text{ (} k \in K, (i, j) \in A \}. \]
\[ d_{ij}: \text{Distance between nodes} i \text{ and } j \text{ (} i, j \in \mathcal{A} \}. \]
\[ l_{ij}: \text{Minimum speed level between nodes} i \text{ and } j \text{ (} i, j \in \mathcal{A} \}. \]
\[ a_i: \text{A lower bound on the time window of customer} i \]
\[ (i \in \mathcal{V}). \]
\[ b_i: \text{An upper bound on the time window of customer} i \]
\[ (i \in \mathcal{V}). \]
\[ t_i: \text{Service time of customer} i \}
\[ (i \in \mathcal{V} \cup \mathcal{D}). \]
\[ q_i: \text{A nonnegative demand for every} i \text{ (} i \in \mathcal{V} \}. \]

\[ x_{ij}^k: \text{A binary variable equal to 1 if arc} (i, j) \text{ is used by} \]
\[ \text{vehicle} k \text{ and 0 otherwise} (k \in K, (i, j) \in A). \]
\[ S_t^k: \text{The time at which service starts at node} j \text{ with} \]
\[ k \text{ (} k \in K, j \in \mathcal{V}). \]
\[ O_t^k: \text{The time spent on a route that has a node} j \text{ as last} \]
\[ \text{visited before returning to the depot with vehicle} k \]
\[ (k \in K, j \in \mathcal{V}). \]
\[ L_k^t: \text{Amount of load at node} j \text{ on vehicle} k \text{ (} k \in K, j \in \mathcal{V}). \]
\[ W_{ij}^k: \text{A binary variable equal to 1 if arc} (i, j) \text{ is traversed at} \]
\[ \text{a speed level} r \text{ and 0 otherwise} ((i, j) \in \mathcal{A}, r \in \mathbb{R}). \]

An integer linear programming formulation is shown as follows:

\[ \text{minimize} \quad \sum_{r \in \mathbb{R}} c_r \sum_{i, j \in A_k} d_{ij} \bar{w}_j^r \]
\[ + \sum_{k \in K} \sum_{i, j \in A_k} c_k^0 \bar{x}_{ij}^k \]
\[ \text{subject to} \quad \sum_{k \in K} \sum_{j \in \mathcal{A}_k} x_{ij}^k = 1 \quad \forall i \in \mathcal{P}, \]
\[ \sum_{i \in \mathcal{P}_k} \sum_{j \in \mathcal{R}_k} x_{ij}^k - \sum_{i \in \mathcal{P}_k} \sum_{j \in \mathcal{R}_k} x_{ij}^k + \sum_{i \in \mathcal{P}_k} \sum_{j \in \mathcal{R}_k} x_{ij}^k = 0 \quad \forall k \in K, \forall i \in \mathcal{P}_k, \]
\[ \sum_{i \in \mathcal{P}_k} \sum_{j \in \mathcal{R}_k} x_{ij}^k = 1 \quad \forall k \in K, \]
\[ \sum_{i \in \mathcal{P}_k} \sum_{j \in \mathcal{R}_k} x_{ij}^k = 1 \quad \forall k \in K, \]
\[ \sum_{i \in \mathcal{P}_k} \sum_{j \in \mathcal{R}_k} x_{ij}^k - \sum_{i \in \mathcal{P}_k} \sum_{j \in \mathcal{R}_k} x_{ij}^k = 0 \quad \forall k \in K, \forall j \in \mathcal{N}_k, \]
\[ S_{ij}^k + t_j + \sum_{r \in \mathbb{R}} d_{ij} \bar{w}_j^r / \bar{v}_k + M_k^0 (1 - x_{ij}^k) \leq S_{ij}^k \]
\[ \forall k \in K, \forall (i, j) \in \mathcal{A}_k, \]
\[ a_i \leq S_{ij}^k \leq b_i \quad \forall k \in K, \forall i \in \mathcal{V}_k, \]
\[ S_{ij}^k \leq S_{i+1}^k \quad \forall k \in K, \forall i \in \mathcal{P}_k, \]
\[ S_{ij}^k + t_j + \sum_{r \in \mathbb{R}} d_{ij} \bar{w}_j^r / \bar{v}_k - F (1 - x_{ij}^k) \leq O_{ij}^k \]
\[ \forall k \in K, \forall (i, j) \in \mathcal{A}_k, \]
\[ L_k^t + q_j + W_{ij}^k (1 - x_{ij}^k) \leq L_k^t \]
\[ \forall k \in K, \forall (i, j) \in \mathcal{A}_k, \]
\[ \sum_{r \in \mathbb{R}} d_{ij} \bar{w}_j^r / \bar{v}_k \leq \bar{T}_k \quad \forall (i, j) \in \mathcal{A}, \]
\[ O_{ij}^k \leq \bar{T}_2 \quad \forall k \in K, \forall j \in \mathcal{N}_k, \]
\[ x_{ij}^k \in [0, 1] \quad \forall k \in K, \forall (i, j) \in \mathcal{A}_k, \]
\[ w_{ij}^r \in [0, 1] \quad \forall (i, j) \in \mathcal{A}, \forall r = 1, \ldots, R, \]
\[ S_{ij}^k; L_k^t; O_{ij}^k \geq 0 \quad \forall k \in K, \forall i \in \mathcal{V}_k. \]

The objective function (1) and (2) minimizes the total cost of routing. It consists of two components—the speed-related fuel cost and the other travel-related cost. Constraints (3) state that each pickup location must be visited. Constraints (4) ensure that a vehicle visits the delivery location after it has visited the pickup location. Constraints (5)–(7) ensure that each vehicle \( k \) starts from its start depot and terminates its route at its terminal depot. Constraints (8), (11), and (12) are linearized, as in Cordeau (2006). Constraints (8), where \( M_k^0 = \max\{0, b_i - t_j + d_{ij} / l_{ij} \} \), enforce the time-window restrictions. We also assume that \( t_{i+1, j} + t_j > 0 \). Constraints (10) force the vehicle \( k \) to visit a pickup node first. Constraints (11), where \( F \) is a large number, also enforce the time-window restrictions. The time between nodes \( i \) and \( j \) also holds the triangular inequality: \( t_j \leq t_{ij} + t_j \) for all \( i, j, l \in V \). Constraints (12) and (13) are the load constraints, where \( W_{ij}^k = \min\{Q_k, Q_k + q_j\} \). Constraints (14) ensure that driving time between nodes \( i \) and \( j \) must be less than \( \bar{T}_1 \). Constraints (15) ensure that total route time must be less than \( \bar{T}_2 \).
Appendix B. Algorithms

In this appendix, we present the SHORTREC algorithms. The information originates from ORTEC documents and presentations. Below, we enumerate all the algorithms included in SHORTREC and clarify them in a summary.

Construction Algorithms

The construction algorithms build initial feasible solutions without trying to optimize them. In construction algorithms, two criteria play a central role: (1) the selection criterion (i.e., which order should be selected, given the current solution) and (2) the insertion criterion (i.e., where should the selected order be inserted). The goal of construction methods is to produce a feasible initial solution that can be improved upon later by means of improvement methods.

- The sequential insertion algorithm (SIA): Trips are constructed sequentially, where all vehicles are empty initially. The most important step in this algorithm is the selection of the first order (seed) in a vehicle. The order farthest from the depot is usually chosen as the seed. Other possibilities for the seed are the largest order and the order with the smallest due time. When the seed is selected, orders are added to the vehicle until the vehicle is full. Therefore, a vehicle is selected and filled with orders until no more orders can be feasibly added. Then, a second empty vehicle is selected and the procedure is repeated until a predefined number of iterations completes.

- The savings algorithm (SA): The savings method by Clarke and Wright (1964) is one of the most widely known heuristics. The algorithm starts with a solution in which each order is supplied by a separate trip and each trip by a separate vehicle. Then the savings (e.g., distance saved by combining trips) are calculated and the feasible trips with maximum savings are iteratively selected to form the initial solution. In the SA, the trips are constructed simultaneously.

- The priority-based parallel insertion algorithm (PbPIA): The PbPIA groups orders based on restrictions between orders and vehicles. It starts by constructing a matrix, the difficulty matrix, in which it stores feasible vehicles for each order and the row and column totals of the matrix. In each step of the algorithm, a group of orders and vehicles that should be scheduled is selected. That is, in each step of the algorithm, small subproblems are constructed and solved using the SIA.

- The cluster-based insertion algorithm (CbIA): The steps of the CbIA are similar to the steps of the SIA and can be summarized as follows: (1) select the seed order, (2) find a vehicle for the seed, (3) add orders to the selected vehicle until the vehicle is full, (4) find a cheaper vehicle, and (5) if orders remain, go to step 1. The algorithm starts by determining the difficulty and the cluster size of the orders. An order’s difficulty is determined by the number of allowed vehicles and depots. The cluster size is the number of orders within a prespecified radius from each other.

- The multi depot insertion algorithm (MDIA): In step 1 of the MDIA, the sort method is selected. In step 2, after all necessary data have been initialized, the seed order is selected based on difficulty (i.e., based on the number of depots and vehicles). In step 3, the largest remaining empty vehicle is selected; in step 4, orders are added to the vehicle based on the selected sort method. If no more orders can feasibly be added to the vehicle and orders remain, the procedure is repeated starting at step 2.

- The group-based insertion algorithm (GbIA): In the GbIA, the orders are planned group by group. These groups are determined by the vehicle size and order size. The steps of the algorithm are as follows: (1) assign the vehicle to groups based on vehicle capacity, (2) assign the orders to groups based on order size, and (3) apply the SIA or the SA per group. This construction method can be used in situations in which specific orders should be given a priority in the scheduling process. The orders that have the highest priority within the group are scheduled first. Then, the second group is scheduled until a predefined number of iterations completes.

- The pickup-and-delivery insertion algorithm (Pdia): When both pickup and delivery orders are to be scheduled, the PDIA should be used. The algorithm consists of the following steps: (1) select the seed order (i.e., from a set of orders with earliest pickup times, select the order with the largest distance between pickup and delivery location as the seed order), (2) select the vehicle with a start location closest to the pickup location that is allowed for the seed, (3) find a cheaper vehicle, (4) add orders to the vehicle until it is full (i.e., for all unplanned orders, determine the best place in the trip for both the pickup and the delivery order), and (5) repeat step 4 until the vehicle is full; then go to step 1.

Improvement Algorithms

Iterative improvement procedures are based on a well-known optimization concept: the neighborhood search. In general, the procedure searches for a better solution, starting from an initial feasible solution. If a better solution is found, the procedure is repeated on the new solution. This process continues until no more improvements are found and a (local) optimum is obtained.

- The optimization algorithms (OptA): After a construction algorithm generates an initial solution, several iterative improvement algorithms, OptA, can be called to improve this solution. These algorithms can be executed successively to find improvements, and the user can specify which algorithms to apply and the order in which to apply them. The user can also specify the maximum number of times each algorithm is allowed to run. Each of these options attempts to reduce the costs of the current planning. Because the application of a specific improvement method may lead to the possibility of improvement by another improvement method, the methods can be called repeatedly.
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