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Abstract

We propose a model of technological transitions based on two different types of innovations. Branching innovations refer to technological improvements along a particular path, while recombinant innovations represent fusions of multiple paths. Recombinant innovations create “short-cuts” which reduce switching costs allowing agents to escape a technological lock-in. As a result, recombinant innovations speed up technological progress allowing transitions that are impossible with only branching innovations. Our model replicates some stylized facts of technological change, such as technological lock-in, experimental failure, punctuated change and irreversibility. Furthermore, an extensive simulation experiment suggests that there is an optimal rate of innovation, which is strongly correlated with the number of recombination innovations. This underlines the pivotal role of technological variety as a seed for recombinant innovation leading to technological transitions.
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1. Introduction

Among the most challenging questions in the social sciences is the question how one can explain societal transitions. Transitions range from transitions in norms, in opinions, in preferences, and in technology use. It is the latter case we will refer to in the following though we reckon that some elements of the model developed below may be more generally applicable.

We characterise transitions as large-scale changes that occur suddenly yet endogenously. This implies that the time-scale at which a transition takes place in a particular context is considerably smaller than the time-scale at which such transitions are absent, which is characteristic of a pattern of punctuated change. Our approach also implies that we do not invoke an external cause (shock) to explain transitions.

Understanding the endogenous forces of technological transitions is particularly important in the design of policies, as for instance innovation policy or environmental policy. In this view, a policy can attempt to render transitions more likely given the underlying
endogenous dynamics of technological change at hand, rather than to force a transition through exogenous policy shocks.

A salient feature of technology concerns the network externalities that adopters enjoy from using the same technology. Previous models of network externalities [4, 1, 2] only explain how a technology becomes dominant in a population, and do not explain the emergence of new technological paths. Put differently, while we have a good theoretical understanding of the dynamics of path dependence, we still lack models of path creation. The call for models that combine path creation and path dependence is thus legitimate [9, 10], as they are fundamental aspects of transitions to sustainable technologies.

To explain the dynamics of technological transitions, we develop a model where agents enjoy positive network externalities from using the same technology, while some agents, called innovators, ignore these externalities and introduce new technologies. After a new technology has been created, the remaining agents make decisions about technology adoption. Adopting agents only adopt a new technology if it gives higher returns net of the switching costs. In the event that all agents switch to a better technology, we speak of a technological transition.

We assume that technologies form a graph, as in [15] and [3]. In these two models the graph is a tree, while a specific feature of our model holds that technologies can be re-combined. Models of recombinant innovation proposed hitherto are rare, both theoretical [13, 14, 16, 5] and empirical [6, 7, 11]. Recombinant innovations create short-cuts which speed up technological progress, allowing transitions that are impossible otherwise. Different from previous models, our network of technologies is endogenously evolving through the actions of agents, which means that we do not need to make any \textit{a priori} assumptions about the nature of the technology graphs that agents are exploring.

Our model replicates some stylized facts of technological transitions, such as technological lock-in, experimental failure, punctuated change and irreversibility. Lock-in and experimental failure are a consequence of new innovations developed by entrepreneurs being rejected by adopters because of the strong network externalities associated with the old technology [2]. Recombinant innovation counters network externalities, and calls for technological diversity as a key feature of technological transitions. Punctuated change is reflected by rare occurrence of transitions, which are irreversible in nature.

From our model, we conclude that neither too low nor too high efforts are advisable for innovation policy. A too low innovation effort does not allow society to escape the current lock-in as all new paths creations are rejected by adopters. A too high innovation effort is wasteful as the marginal returns to an increase in innovation rate quickly approach zero. The optimal innovation effort in between is strongly correlated with the number of recombinations, which indicates how recombinant innovation is important in achieving a sustained technological progress at relatively low costs.

The paper is organised as follows. Section 2 presents the model. Section 3 provides a qualitative analysis of the model results illustrated by some exemplary simulations. In section 4 we turn to the numerical analysis of an extensive simulation experiment. Section 5 concludes, also indicating the direction for possible extensions of the model.

2. Our model

Let there be a population of $N$ agents ($N \geq 2$). In each period $t$ some agents will develop a new technology while the remaining agents face an adoption decision. Given the technology set $A_t$ of period $t$, agents decide based on a utility $u_{\alpha,t}$, where $\alpha \in A_t$
indicates the technology adopted. The utility from using technology $\alpha$ comes from an intrinsic quality level $l_\alpha$ and from the positive externalities that other users of $\alpha$ exercise on the single agent:

$$u_{\alpha,t} = l_\alpha + en_{\alpha,t}$$

where the parameter $e \in [0, 1]$ measures the strength of network externalities, while $n_{\alpha,t}$ indicates the number of agents using $\alpha$ in period $t$. Technologies form a directed graph of which they represent the nodes, while the links express the genealogical relationships.

2.1. Innovation

In each period any agent can innovate with probability $p$, introducing one new technology that represents a quality improvement with respect to the technology previously used. In case more than one agent innovates in the same time period, they will do so jointly. This means that each period only one new technology is created provided that one or more agents innovate. There are two types of innovation: branching and recombination. In the first case, one or more agents previously adopting the same technology innovate and create a new technology that “branches” from the old one. In the second case, agents previously adopting different technologies join to create the recombinant innovation. In the technology graph a recombinant technology has at least two incoming links from different parent technologies, while with branching the incoming link is always one (Figure 1).

We assume that quality improvements are always equal to one, reflecting the incremental nature of technological progress. This assumption is also chosen as to avoid any spurious explanation of transitions as stemming from single innovations creating a jump in quality improvement. In the case of branching the quality improvement is a unitary step up over the parent technology. If $\beta$ is an innovation that branches from technology $\alpha$, we have:

$$l_\beta = l_\alpha + 1 \quad \text{branching}$$

For recombinant innovation, the quality of the innovation is assumed to be a unit higher than the maximum quality of recombinant technologies. If $\alpha$, $\gamma$ and more technologies recombine to give the innovative technology $\beta$, we write:

$$l_\beta = \max\{l_\alpha, l_\gamma, \ldots\} + 1 \quad \text{recombination}$$
Thus, if \( m \) technologies recombine the quality of the innovation will be one unit higher than the quality of the best among these \( m \) technologies.\(^1\) By assumption the innovators stick to their newly developed technology at least for one period. This means that the set of adopting agents at time \( t \) consists of the agents who have not been involved in an innovation at time \( t \).

2.2. Adoption decision

In every period \( t \) an agent may be drawn as innovator with some probability \( p \). If an agent is not an innovator, it evaluates and compares the utility from adopting each available technology in the set \( A_t \). All non-innovating agents decide synchronously which technology to adopt. The decision is actually about whether to stay with the technology they currently use, or to switch to a more attractive technology. Such decision involves a third factor, switching costs, which we derive from the distance between the used and the new technology in the technology graph. Let all technologies be part of a connected graph with the technological distance between \( \alpha \) and \( \beta \) given by the geodesic distance \( d_{\alpha\beta} \) (with \( d_{\alpha\alpha} = 0 \)). We assume that the switching costs from one to the other technology equal the geodesic geodesic distance \( d_{\alpha\beta} \). This means that switching from technology \( \alpha \) to technology \( \beta \) takes place as soon as the following condition realizes:

\[
 u_{\beta,t} - d_{\alpha\beta} > u_{\alpha,t}
\]  

(4)

Thus, if the difference \( \Delta u_{\alpha\beta} = u_{\beta,t} - u_{\alpha,t} - d_{\alpha\beta} \) is positive, agents will migrate from \( \alpha \) to \( \beta \), otherwise the the old technology is maintained. Since more than two technologies are present in the network in general, agents search for the best one. If two technologies \( \beta \) and \( \gamma \) present the same benefits from switching, that is if \( \Delta u_{\alpha\beta} = \Delta u_{\alpha\gamma} \), a random decision is taken.

3. Qualitative analysis

3.1. The effect of recombinant innovations

We implemented the model in NetLogo. A qualitative analysis is conducted here from observations of single simulation runs, while in the next section we turn to batch simulations. We show a number of single runs for different values of \( p \) where \( p \) stands for the probability in each period that an agent is drawn as an innovator. This parameter thus reflects the rate of innovation in society. Hence, \( p \) can be regarded as the crucial policy parameter that a government can tune through subsidies.

Some properties of the model can be readily derived. Parameter \( p \) directly determines the expected number of innovating and non-innovating agents. For example, if we have \( N = 50 \) agents and \( p = 0.1 \) we will have, on average, 5 innovating agents and 45 adopting agents in each period. Generally, the expected number of innovators in each period is given by \( pN \) and the expected number of non-innovators by \((1 - p)N\). One can also

\(^1\)In principle different assumptions can be made. For instance parent technologies with lower quality can pose “bottlenecks”, so as to suggest to consider the minimum quality among parent technologies instead of the maximum value. Following another reasoning, one can consider the average value among parent technologies. Yet, assumption (3) is consistent with the general notion that innovating agents are incited to introduce a new technology jointly if and only if the new technology is superior to the old technologies in question for all agents involved in joint innovation projects.
easily express the probability that no innovation takes place in a period by computing the probability that no single agent is drawn as an innovator, given by \((1 - p)^N\).

Network externalities are expressed by parameter \(e\) which we put to 0.5 in the qualitative analysis. Given that externalities are positive, agents thus profit a lot from adopting the same technology. For a population again of 50 agents, adopting the same technology adds no less than 25 to each agent’s utility. One can thus readily understand that if \(p\) is low, say 0.1, a population of 50 agents will find it hard to escape from a lock-in. With only a small minority of agents developing a new technology, which represents only an incremental quality improvement over the old technology, the remaining adopting agents will choose to stick to the old technology to profit from the strong network externalities associated with using the same technology.

Figure 2 reports an example with \(p = 0.1\). The graphs (left panel) shows that despite the many attempts to create new technologies (all nodes with a colour different from grey), the population has remained stuck in the old technology with quality level \(l = 0\) (the splitting of the population with 42 agents using the old technology and 8 agents in an innovative technology, is temporary, since the 8 innovators have to use their innovation for one period by assumption). This is also apparent from the right panel of the figure, where we observe that the minimum quality level of all technologies in use is \(l = 0\). Defining a transition as an event that leads the whole population to a better technology - meaning that the minimum quality level of all technologies in use raises - we observe that for \(p = 0.1\) no transitions could take place within the simulation period.\(^2\)

The example with \(p = 0.2\) (Figure 3) presents two transitions: in the right panel we see two jumps in the time series of the minimum quality, that is, two technological transitions. Such transitions occur suddenly once a sufficient number of agents developed a sufficiently superior technology as to attract all remaining agents to switch. This will happen more often if the final event leading up to a transition is a recombinant innovation involving agents using the old technology, so that the geodesic distance between the old

---

\(^2\)Note that this does not imply that transitions cannot take place. As long as \(p\) is positive, a transition will take place since there is a positive probability that more than half of the agents are drawn as innovators creating a technology that subsequently will be adopted by the remaining agents.
and the new technology is reduced to 1 and, hence, switching costs are minimum. Figure 3 illustrates this phenomenon: both transition events originated from a recombinant innovation. Also note that transitions are irreversible: once all agents adopt a technology such that the minimum quality of technologies in use increases, they will never switch back to a technology with lower quality, since these are all unoccupied. These jumps are reflected in the out-degree distribution of the technology graph in the left panel of Figure 3, where the out-degree of a node stands for the number of arcs starting from a node. In the simulations, nodes with high out-degree are temporarily locked-in technologies with many failed innovation attempts. Here there are three nodes with high out-degree. The first one corresponds to the initial technology. A second one represents the first technological transition. The third one comes from a second transition, and it is the one that is populated at the final time of the simulation run \((T = 50)\).

Increasing further the probability of innovation we obtain more transitions and faster growth. Already with \(p = 0.5\) (Figure 4) the minimum level of quality increases almost continuously, with a transition in every time step. The variability of the system decreases substantially, and the model acquires more and more a deterministic character. The technology graph on its turn assumes the form of a chain with a few instances of recombinant

**Figure 3:** Simulation with \(p = 0.2\) \((N = 50, e = 0.5, T = 50)\). **Left:** technology graph (the colours of the nodes represent the quality of a technology. The grey colour is assigned to the first technology that all agents adopt at the start of each simulation, with quality level \(l = 0\). Red nodes are technologies with quality level \(l = 1\), orange nodes have \(l = 2\), etc. The label on each node refers to the number of adopters at the end of the simulation run). **Right:** quality levels (minimum quality is red, maximum quality is blue and mean quality is black).

**Figure 4:** Simulation with \(p = 0.5\) \((N = 50, e = 0.5, T = 50)\). **Left:** technology graph (the colours of the nodes represent the quality of a technology. The grey colour is assigned to the first technology that all agents adopt at the start of each simulation, with quality level \(l = 0\). Red nodes are technologies with quality level \(l = 1\), orange nodes have \(l = 2\), etc. The label on each node refers to the number of adopters at the end of the simulation run). **Right:** quality levels (minimum quality is red, maximum quality is blue and mean quality is black).
innovation and without nodes with high out-degree.

Summarising the qualitative analysis of the model, we can distinguish between three regimes of innovation effort \((p)\) reflecting qualitatively different technology dynamics:

(i) a regime with low levels of innovation effort corresponding to a regime of "lock-in" where almost all innovation attempts fail;

(ii) a second regime with intermediate level of innovation effort corresponding the regime of punctuated "technological transitions" with only some innovation succeeding as being part of a series of innovation leading up to a transition; and

(iii) a third regime with high levels of innovation effort leading to a pattern of "linear growth" where almost all innovation attempts succeed.

4. Batch simulations

In this section we report on the analysis of a systematic simulation experiment (batch simulations), that aims at unveiling the effect of the innovation probability \(p\) on the model, in different conditions of agents population \((N)\) and network decision externalities \((e)\). In this simulation experiment we considered a time horizon of \(T = 50\) steps, and averaged results over 50 repetitions.\(^3\) We analyse the simulation results by looking at four variables: the minimum quality of used technologies, the mean utility of agents, the total number of recombinations and the accumulated entropy. The first two variables are computed at the end of the simulation run (that is at time \(t = T = 50\)), while the second two are cumulative variables, being made of the contributions of all periods in the simulation time horizon \((T = 50\) periods\). Entropy measures the variety of technologies that are in use \([8]\). In a given period \(t\), the entropy of the system is defined as\(^4\)

\[
E_t = - \sum_{\alpha \in A_t} \frac{n_{\alpha,t}}{N} \log_2 \frac{n_{\alpha,t}}{N}
\]

Simulation results are collected in Figure 5 where we consider three different values of the externality parameter, namely \(e = 0.1\), \(e = 0.5\) and \(e = 1\), and three different values of the population size,\(^5\) \(N = 10\), \(N = 20\) and \(N = 50\). On the horizontal axis there is the value of the probability of innovation \(p\). Entropy and number of recombinations report on the “technology dynamics”, which are reflected in the quantities that are accumulated over the whole simulation time horizon (50 periods here). On the other hand, minimum quality of technologies in use (min-quality) and the average utility of agents show the “welfare effects”, and are measured at the end of the simulation \((t = 50)\). One can readily note the high correlation of quality and utility curve, which is a consequence of Eq. \((1)\).\(^6\)

We have the following results. First, in all simulations there is an internal maximum both for the number of recombinant innovations that occur during the time horizon

\(^3\)Increasing the number of simulation runs (50 runs in this section) lowers the standard deviation of average values. Longer time horizons \((T = 50\) in this section\) do not alter qualitatively the results.

\(^4\)Notice that \(0 \log 0 = 0\) by definition.

\(^5\)The population size cannot be too low due to the assumption that agents do not interact strategically as in game-theoretical models.

\(^6\)In particular, when \(p\) is high the value of minimum quality coincides with the number of periods in the time horizon considered \(T\), because innovation becomes almost deterministic. The mean utility, in this limit, is equal to the minimum quality plus \(eN\).
Figure 5: Batch simulations with 50 runs: cases $e = 0.1$, $e = 0.5$, $e = 1$ and $N = 10$, $N = 20$, $N = 50$. Entropy and number of recombinations are cumulative quantities over 50 periods. Minimum quality of used technologies and mean utility across agents are measured at $T = 50$. Graph values are averages of 50 simulation runs, while error bars are the standard deviation. The line is a polynomial fit.

considered and for the entropy of the distribution of agents over technologies. Also note that the entropy at $p = 0$ and $p = 1$ is zero. This reflects a state where all agents use the same technology. For $p = 0$ this is the initial zero-quality technology. For $p = 1$
it is the newest technology. Actually, the latter case already realizes for $p = 0.9$. The internal maximum of the number recombination events does not coincide with the internal maximum of the entropy for $N=10$, but with a larger $N$ the maximum of entropy shifts to the right, while the maximum of the number of recombinations shifts to the left. With $N = 50$ the two curves are almost coincident. Moreover, we notice that entropy is zero already when $p > 0.8$ for $N = 20$ and when $p > 0.7$ for $N = 50$, for any value of $e$: the larger the population size, the lower innovation probability is required for having all agents use the best technology, and this is quite independent on the strength of network externalities.

A second interesting result, which requires the combination of large $N$ and large $e$, is the non-monotonicity of the utility curve: for low values of $p$, this is initially decreasing, and then increasing again. In other words, there is an internal minimum of mean utility. For low values of the probability of innovation, its marginal effect is negative. The intuition is that low $p$ only subtracts agents to the most populated technology, giving up benefits from network externalities, without rewarding enough in terms of increased quality. This loss due to waived network externalities is more severe the larger is $e$.

The third result holds that, the marginal increase in quality for increasing $p$ is highest for positive but low values of $p$, generally in the range $0.2 - 0.3$. That is, the S-shaped quality curves in Figure 5 present three regions: for low effort $p$, corresponding to the lock-in regime, this marginal effect is very low, which indicates that innovation costs may likely be above its benefits. For intermediate values of $p$, corresponding to the technological transitions regime, the marginal quality is largest, and innovation effort is maximally productive. Finally, large values of $p$, corresponding to the linear growth regime, belong to a saturation region, where marginal effects are negligible: any further increase of innovation effort is wasted here. The economic intuition is that innovation effort in this model should be just large enough to overcome the lock-in effects due to network externalities.

Importantly, a regular feature of these simulation results is the location of the maximum of the number of recombinations, which occurs between the region with high slope and the saturation region of the quality curve. Between these two regions the ratio of benefits to costs is seemingly maximum. Such observation indicates that recombinant innovation is important not just in the innovation process, but especially in favouring technological transitions (increase in minimum quality among used technologies). The intuition is that recombinant innovations create short-cuts to higher level technologies for agents that are lagging behind, because their technology is in a different branch with respect to the technology with higher quality. Without recombinant innovation it would be too costly for these agents to switch to such technology, in that every link between technologies entails the payment of the unitary cost. With recombinant innovation instead they can “jump” to the leading technology with only one link in principle, whenever some of them is drawn as innovator together with some innovators from the leading technology.

Our second systematic analysis disentangles the effect of population size $N$ and the

---

7Notice the irregular shape of the utility for mid values of $p$ when $e$ and $N$ are relatively large. This is a technical effect from the definition of the model: when $p = 0.5$, half the agents are innovators, on average. With half agents in the old technology and half in the new, the utility from switching and the utility from remaining are equal, because the unitary increase in quality is offset by the unitary switching cost. We assume that in case of tie between old and new technology agents go for the former, which creates a bias resulting in a relatively lower utility for $p = 0.5$. 9
strength $e$ of network externalities. At first sight, one may conclude that the two effects are just two sides of the same coin, since the effect of network externalities on agents’ utility is the product of $N$ and $e$. Yet, to jump to this conclusion would be wrong, as $N$ has the additional effect on the expected number of innovating agents as given by $pN$, while $e$ has no effect at all on the number of innovating agents. In order to distinguish between the effects of network externalities $e$ and population size $N$, we plot together the curves for different values of $e$ first, and then for different values of $N$ in the same graph. Let consider the curves of minimum quality levels. In Figure 6 each panel on the top reports together different values of the population size $N$ for a given value of network externalities $e$. The bottom panels of Figure 6 show the same data with different values of $e$ for a given value of $N$. From this synoptic analysis of simulation results we infer the following: both $e$ and $N$ are responsible of a S-shaped minimum quality curve. Stronger network externalities $e$ always mean a lower quality for a given innovation effort $p$, while a larger population size $N$ may also give a higher quality level. In particular, when $e$ is relatively low, this is always the case. In other words, a larger $e$ shifts the flex point of the

Figure 6: Minimum quality at $T = 50$. Top: effect of $N$ for given $e$. Bottom: effect of $e$ for a given $N$.

Figure 7: Number of recombinant innovations in 50 steps. Top: effect of $N$ for given $e$. Bottom: effect of $e$ for given $N$. 
quality curve to the right, while a larger $N$ increases the steepness of the curve in the flex point, leaving this almost unmoved for $e = 0.5$ and $e = 1$, and shifting it to the left for $e = 0.1$. This means that a larger population size can be good for technological progress, while network externalities are a limiting factor. The positive effect of the population size on technological quality can be explained through recombinant innovations. Figure 7 reports the number of recombinant innovations for different values of $e$ and $N$ in the same way as the previous figure. With larger $N$ there are more recombination events on average, and the distribution shifts to the left: less innovation effort is needed to trigger recombinant innovation. When changing $N$, the maximum of the number of recombinant innovations mirrors the “bump” of the S-shaped quality curve, both in location and in size, as already noticed: also the effect of population size tells the importance of the recombination process in fostering technological quality through transitions.

5. Conclusions

In this paper we have proposed a new model of technological change, which puts emphasis on two mechanisms of innovation, namely technological branching and technological recombination. The action of innovating agents is central in the model, which is an aspect that recognize the important role of entrepreneurs in technological change [12, 9]. Innovation is made by innovators but it is shaped by adopters. The model accounts for the stylized facts of technological change, such as technological lock-in, experimental failure, punctuated change and irreversibility.

By running an extensive simulation experiment we have analyzed the role of the innovation effort in different conditions of population size and network externalities. The main conclusion that can be drawn from the model holds that the return to R&D is maximized when innovation effort is just large enough to create new varieties that subsequently can be fused through recombinant innovation triggering a technological transition.

Our observations indicate that recombinant innovations are a key factor of technological progress in this model. The intuition is that recombinant innovations create “short-cuts” to higher quality in the technology graph at low switching costs, allowing technological transitions that would be hard to realize otherwise. The policy lessons are twofold. First, subsidizing innovation is a balancing act between the risk of under-spending unable to lock-out a population from existing technologies and the risk of over-spending wasting resources on redundant efforts. Second, innovation policy aimed at fostering technological transitions should not only promote the development of new varieties, but also the recombination of these varieties with elements of the old locked-in technology, as to trigger lagging agents to switch to new technologies.

These conclusions hold a fortiori for environmental innovation. In the case of clean energy technology, for example, quite a large number of alternatives have been developed. At the present time, recombinant innovations may well make it more likely a process of un-locking of the economy from the dominance of undesired technologies as for instance fossil fuels. Ideally, such recombinant innovations make ample use of elements of existing technologies such as to reduce the switching costs for society as a whole. More generally, emphasis in transition research and transition policy alike should not only lie on the development of new innovations, but also on recombinant innovation and switching costs, which underlie the large-scale adoption processes that ultimately drives transitions.
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